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# 1. Синтаксис языка ЛИСП. Списки. Атомы. Виды атомов. Комментарии

Языки программирования: виды решаемых задач. Алгоритмически неразрешимые задачи.

Два наиболее простых формализма задания правил протекающих процессов:

* + Машина Тьюринга и их модификации
  + λ-исчисление. Всё построено на функциях. Автор – Чёрч.
    - LISP
    - Common LISP
    - Haskell
    - Erlang

**Виды и свойства процессов**

**LISP** (LISting Processing) (Lots of Idiotic Silly Parentheses) — функциональный язык. Основной конструкцией языка является *список*:

**Синтаксис в форме БНФ:**

Список ::= Элемент | Список элементов

Элемент ::= Атом | Список

Атом ::= Число | Символ | #t | #f | ‘ ‘ | “ “

**Синтаксис в форме дерева:**

* Список
  + Элемент
    - Атом
      * Логические признаки: #t (true), #f (false)
      * Число
      * Символ (нетипизированный)
      * Строки (заключаются в апострофы или в кавычки.)
    - Список

Типов мало, данных много. Типы отдельно не определяются. Например, (Ivanov Ivan Ivanych) — тип не нужен, потому что в нём нет необходимости. Комментарии — точка с запятой.

# 2. Вычисление выражений. Нормальный и аппликативный порядок. Особая форма quote

**LISP** – интерпретируемый язык.

Интерпретация данных (a, b, c, d, e):

* a – функция (особая форма), которую необходимо выполнить
* b, c, d, e, … – аргументы этой функции

**Особая форма** — это инструкция (например, «закрыть файл», «окончание работы», и т.п.)

Примеры:

(+ 1 2) → 3

(+ (\* 2 3) 4) → 10

Функции для работы с типами:

* (number? 1) Проверка, является ли числом (в данном случае true).
* (list? ...) Проверка, является ли списком.
* (string? ...) Проверка, является ли строкой.
* (eqv? a b) Эквивалентны ли списки?

Стратегии вычисления:

* **Аппликативный порядок** *(снизу вверх)*: сначала вычисляются все аргументы, затем они передаются на вход функции.
* **Нормальный порядок** *(сверху вниз)*: функция сначала определяет необходимые ей аргументы, а потом они вычисляются по мере необходимости.

**Пример**. ((i > j) && (i > 0)):

* В *аппликативном* порядке сначала будут вычислены значения условия, а затем применена операция И.
* В *нормальном* порядке функция сама вычисляет значения своих аргументов. Некоторые вычисления могут пропускаться (например, второе условие может не вычисляться, если первое == false).

**Оператор quote** — выполняет функцию экранирования. Запрещает интерпретацию (вычисление) списка. Синтаксис:

* (quote (…))
* `(…)

# 3. Особая форма define. Способы использования define. Блочная структура программы

**Синтаксис**: (define, что, как)

**Примеры:**

* (define a 1)
* (define a (sin (+ b 1))) ; a=sin(b+1)
* (define (f x) (+ x 1))

Повторно присваивать значение одной переменной нельзя.

**Забавные примеры**

(define a b) – Значение a равняется значению b

(define a (b)) – Значение a равняется значению функции без аргументов b

(define (a) b) – функция a, не принимающая аргументов и возвращающая b

(define (a) (b)) – функция a возвращает результат работы функции b

(define a `b) – символ a равняется символу b

(define a `(b)) – a равняется списку из одного элемента (b)

**Блочная структура программы**

(define ЧТО

(define ...)

КАК ) ← здесь можно использовать то, что определено во вложенном define.

(define (f x)

(define (g y) (+ y 1))

(g (\* x 10)))

- абстракции высших порядков

(define (a n) ... )

(define (sum n)

(if (= n 0) 0

(+ (a n) (sum (- n 1))))

Чтобы написать функцию, способную подсчитывать сумму другого ряда. Где-то **тут** передается функция как параметр:

(define (sum **a** n)

(if (= n 0) 0

(+ (a n) (sum a (- n 1))))

Использование:

(sum a 10)

Типа

(define (b x) (+ x 20))

(sum sin 100)

# 4. Условные выражения и предикаты. Тест стратегии вычисления

**Оператор cond**

Синтаксис:

(cond (усл рез) … (усл рез) (else рез))

Пример (получение числа корней квадратного уравнения):

(define (D a b c) ( - ( \* b b) (\* 4 a c)))

(define (RC a b c)

(cond ((> (D a b c) 0 ) 2 )

((= (D a b c) 0 ) 1 )

(else 0))

)

**Оператор if**

Синтаксис

(if условие результат1 результат2)

Пример (нахождение факториала):

(define (f n) (if (= n 1) 1 (\* n (f (- n 1)))))

Пример (тест Бэрбриджа):

(define (p) (p))

(define (test x y) (if (= x 0) 0 y))

(test 0 (p))

А вот так не проще? проще.

(define (test) (if #t 0 (test)))

(test)

Ещё вариант теста:

(define (p) (p))

(define (test x) 0)

(test (p))

Данный пример является проверкой стратегии вычисления интерпретатора — является ли она нормальной или аппликативной. При аппликативной стратегии будет наблюдаться зацикливание (точнее, уход в рекурсию), при нормальной — вернётся результат 0.

# 5. Понятие вычислительного процесса. Итерация, линейная рекурсия, древовидная рекурсия

Каждый шаг работы интерпретатора — вычисление функций. Всё, что нужно вычислить, записывается в стек. Вычисления идут до тех пор, пока стек не станет пуст.

Простейшим примером рекурсии является **линейная рекурсия**, когда функция содержит единственный условный вызов самой себя. В таком случае рекурсия становится эквивалентной обычному циклу. Действительно, любой циклический алгоритм можно преобразовать в линейно-рекурсивный и наоборот. Наряду с линейной рекурсией, когда определение объекта включает в себя единственный аналогичный объект, существует еще и **древовидная** рекурсия, когда таких включаемых объектов несколько. Для рекурсивных функций это выглядит как два и более отдельных вызова функцией самой себя, либо как рекурсивный вызов функции в цикле.

# 6. Оценивание вычислительного процесса. Порядки роста

Оценка программы:

* Количество операций
* Максимальная глубина используемого стека.

Эти характеристики сильно зависят от исходных данных. Поэтому для оценки используется **порядок роста** — показатель, определяющий, как увеличивается количество операций и объём необходимой памяти по мере увеличения размеров данных, например:

* Логарифмический порядок
* Линейный порядок
* Полиномиальный (обозначается Р) порядок — такие задачи могут быть распараллелены.
* Экспоненциальный (обозначается NP) порядок

Существует также известная [проблема P=NP](http://www.google.com/url?q=http%3A%2F%2Fru.wikipedia.org%2Fwiki%2F%D0%A0%D0%B0%D0%B2%D0%B5%D0%BD%D1%81%D1%82%D0%B2%D0%BE_%D0%BA%D0%BB%D0%B0%D1%81%D1%81%D0%BE%D0%B2_P_%D0%B8_NP&sa=D&sntz=1&usg=AFQjCNHZHdZyV692egKQyQ1uzmNuOa6FSw).

**Пример.** Итеративное нахождение факториала. Расход памяти не зависит от глубины рекурсии.

(define (f n) (fiter 1 1 n))

(define (fiter p c m)

(if (> c m) p

(fiter (\* c p) (+ c 1) m))

)

Интерпретатор идентифицирует рекурсивную операцию как последнюю и не сохраняет точку возврата.

# 7. Понятие вычислительной модели. Требования к модели

**Вычислительная модель** – набор правил (соглашений, стандартов, формализмов) выполнения алгоритма.

Свойства математической модели:

* Дискретность шагов
* Детерминированность промежуточных и конечных результатов
* Элементарность шагов
* Результативность (в результате шага что-то меняется)
* Массовость (алгоритм работает с разными входными данными)

# 8. Детерминированная машина Тьюринга. Вычислимость по Тьюрингу. Тезис Тьюринга

**Детерминированная машина Тьюринга** (ДМТ) — имеет конечное число состояний и бесконечную ленту.

**Программа** для ДМТ — набор правил вида: q1a1 → q2a2D, где

q1 – текущее состояние

a1 – значение под головкой

q2 – новое состояние

a2 – новое значение под головкой

D – перемещение после выполнения операции

Остановка происходит, когда нет ни одного выполнимого правила.

Функция **вычислима по Тьюрингу**, если существует ДМТ, правильно считающая её значение.

Вход X **допустИм**, если ДМТ, получая этот вход, рано или поздно останавливается.

|  |  |
| --- | --- |
| **Сильный тезис Чёрча — Тьюринга (тезис Чёрча — Тьюринга — Дойча)**: любой конечный физический процесс, не использующий аппарат, *связанный с непрерывностью и бесконечностью*, может быть вычислен физическим устройством. | Конечный процесс → Устройство |
| **Физический тезис Чёрча — Тьюринга**: любая функция, которая может быть вычислена физическим устройством, может быть вычислена машиной Тьюринга. | Устройство → МТ |
| **Тезис Тьюринга**: всякий алгоритм может быть реализован с помощью машины Тьюринга. Вычислительные возможности ДМТ и CPU эквивалентны: на CPU можно написать эмулятор ДМТ, и наоборот, на ДМТ можно записать все состояния CPU. Любую математическую функцию можно запрограммировать. | Алгоритм → МТ |

# 9. Расширения машины Тьюринга

1. **Однонаправленная (односторонняя) МТ** – с лентой, ограниченной только с одной стороны.
2. **Многоленточная МТ** – на каждой ленте своя головка, в правилах присутствуют условия и действия для всех лент сразу. Эквивалентна ДМТ. q1a1b1c1 → q2a2b2c2DaDbDс
3. **Недетерминированная МТ**. Если существует пара «ленточный символ — состояние», для которой существует 2 и более команд, такая машина Тьюринга называется *недетерминированной*. Эквивалентна ДМТ. [выполняет N шагов, когда ДМТ потребуется c×eN]
4. **Рандомизированная МТ** – двухленточная МТ, одна из лент которой заполнена случайными числами (например, нулями и единицами). Некоторые алгоритмы работают медленнее, но некоторые — быстрее, например быстрая сортировка (со случайным выбором пропорции разбиения она стабильнее)

# 10. Примитивно рекурсивные функции Чёрча

(λ-исчисление) Все алгоритмы переписываются в виде только функций. Определение понятия **примитивно рекурсивной функции** является индуктивным. Оно состоит из указания класса базовых примитивно рекурсивных функций и двух операторов (*суперпозиции* и *примитивной рекурсии*), позволяющих строить новые примитивно рекурсивные функции на основе уже имеющихся. (Примитивно-рекурсивные функции – функции, которые можно построить на основе уже заданных. )

Базис примитивно-рекурсивной функции:

* Число 0
* Инкремент f(x)=x+1
* Функция проекции f(x1, …, xn) = xk

Операторы:

* Суперпозиция: <f, g1, …, gm> = f(g1, …, g m)
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* Оператор примитивной рекурсиии <f, g, h> =
  + ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAQYAAAAUCAMAAABYgmMqAAADAFBMVEX////o6OiSkpIAAAA6OjoLCwt+fn7R0dFaWlpKSkoEBASmpqYUFBRsbGy7u7ssLCwgICAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAABehiTEAAACq0lEQVR42s2YgbKqIBBAWUCQvGL//5VvyhI14AJql0rTmmie0zSwunBYdpdVhG4vJtGXLgYbHwSZFG3kAEzoVYZZ+vUX43LoNjtgWtKkaJ4DI2swvhq+7JI7wb6pq2CIHdnkCzkJBkiH5jncj2uiJ8PgPrEVZN9Yi9DFNduSbpgN2w5ZnRJt5GDZJOA/ySOCCv+/L8MKqw0KYp8czXG4eDD22tfJzWBDnKsQD6bekB24So7mOHxcYOL8wdsiV4NFQGRYl1i8GY1P1GVPvANSEzy8MmuLY5lhwPvEaJXBiBsCSgN33WbwPPhRDRPQnYv3pnqiPi27HVwDr43V2VapU2o0iymyXLfOF2iLCnUI0rx2XdVIe3xrru3qba4mnVisonYPwWJp0dqcItNd/DTnP2nWuG0wKEzMgR1enCtW33qpxajI/y2N/Uk07MonnyWE/ZO5p2Q79JmlL+emSH058W3ev3Zp7I+iUX7xuZvc5Wwr6iE20e6d43pSf7hOQ4kC7Hy32njLYo89wdLYH0WjFjt784a6XHwicnIX7NMSe7tuG9UBykvP+9jjRehwHR+Gd0ERt8EU3WC+lGhc4VA1gGgLd3QOhsJEQu9cpIyMzXdiofEgiNR/DOju2MdPdX53oavHRa4WulMcv4C2zDqLFjho7u1KWoadK2reDFMSLYiBmyDaUOnARDyp1+hokGx0dLMTO8XxYRj6uGoGXY4ZMiVaaA724lHFGt5sp5N1X8wcaQvpDN2rF64SLsWtPi+nV+wNxXSV39b5SdAeOOhjVfL6XLHEiTKJYV6frtRAbm8y+QU0N/RtHRd9eZiO7Y6GIeSq/849kjOfDv1hPHNTFqfnA5KcF4cvoD1yLH7bEBveBRdCEhZurn52oaySX0Cb4/ivPsJJ+AJa4PgFVQ44TJS5yNkAAAAASUVORK5CYII=)
  + ![](data:image/png;base64,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)

В данном определении переменную ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAANBAMAAABiGeI2AAAAMFBMVEX///8EBAQiIiIWFhbm5uYMDAyenp6KiopQUFB0dHRAQEC2trYwMDBiYmLMzMwAAACBKDySAAAAAXRSTlMAQObYZgAAAFZJREFUeNpj5rvqtGIl0y+9Dwx+TMm/Dbj/Mp9+yzjjAgvDE12mAGaG80/4JJkY7jNsuMDEoMDAdoCFoVUxlgEEfjMwMDXwGjCwMCaYdjMwsfw4f4ABABhqF568Z47nAAAAAElFTkSuQmCC) можно понимать как счётчик итераций, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAASBAMAAACQmVJ4AAAAMFBMVEX///+KiorMzMyenp4WFhZAQEAMDAx0dHQiIiIwMDDm5uYEBARiYmJQUFC2trYAAABp0Wq0AAAAAXRSTlMAQObYZgAAAF1JREFUeNpjZGBgeHufBUievcfMwMDOoAJksk5gYGJgYHzAwMjAM/mbN1DkPQMDUPb/UZD4YwYQ+RlMLgeRTOwg8v82EMnzAKiagUUAyH7HPQGoy+36JCCbSxgoCgAl4BJds0NwygAAAABJRU5ErkJggg==) — как исходную функцию в начале итерационного процесса, выдающего некую последовательность функций ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAJBAMAAAD0ltBnAAAAMFBMVEX///8MDAwWFhYiIiLMzMyenp5QUFC2trZAQEAEBATm5uZ0dHQwMDBiYmKKiooAAAAzevxMAAAAAXRSTlMAQObYZgAAAEdJREFUeNpj4LvDt/sUAwM3ZzvDMQZm/0bXCZefMjDEMzDMY2BiYGFgiWFgYNBlYFMA8k4x/J5wgYn1JwPfrAcM3A0MbHcZAP+8EBIpkc9yAAAAAElFTkSuQmCC) переменных, начинающуюся с ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAASBAMAAACQmVJ4AAAAMFBMVEX///+KiorMzMyenp4WFhZAQEAMDAx0dHQiIiIwMDDm5uYEBARiYmJQUFC2trYAAABp0Wq0AAAAAXRSTlMAQObYZgAAAF1JREFUeNpjZGBgeHufBUievcfMwMDOoAJksk5gYGJgYHzAwMjAM/mbN1DkPQMDUPb/UZD4YwYQ+RlMLgeRTOwg8v82EMnzAKiagUUAyH7HPQGoy+36JCCbSxgoCgAl4BJds0NwygAAAABJRU5ErkJggg==), и ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAANBAMAAABiGeI2AAAAMFBMVEX///8WFhZQUFDMzMxAQEAEBASKiooMDAzm5uYwMDC2trYiIiKenp5iYmJ0dHQAAACBkL3qAAAAAXRSTlMAQObYZgAAAFdJREFUeNpjZGB49+4eEwPnI0M7BobnDGwFzAyvLjGyMXFNY2BewMTyl6EjgJn94wm5bUxfHzCLMDD9Fbq9lAEIOH4xMHP8Yfpwguk6Q2MAA3Noz4RqBgC33RjNixYQegAAAABJRU5ErkJggg==) — как оператор, принимающий на вход ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAJBAMAAAD0ltBnAAAAMFBMVEX///8MDAwWFhYiIiLMzMyenp5QUFC2trZAQEAEBATm5uZ0dHQwMDBiYmKKiooAAAAzevxMAAAAAXRSTlMAQObYZgAAAEdJREFUeNpj4LvDt/sUAwM3ZzvDMQZm/0bXCZefMjDEMzDMY2BiYGFgiWFgYNBlYFMA8k4x/J5wgYn1JwPfrAcM3A0MbHcZAP+8EBIpkc9yAAAAAElFTkSuQmCC) переменных ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFMAAAANBAMAAAAnGE+0AAAAMFBMVEX///8MDAwEBAS2traenp5QUFAWFhaKiooiIiLm5uYwMDBAQEBiYmJ0dHTMzMwAAADdHjBWAAAAAXRSTlMAQObYZgAAAORJREFUeNpjZngbuvzKZAacgO+qU6nVBhCLifOxbe3SCbiV9qvcOBUJZrEwG7Ad3/cJt1JlhruzPcEspr8MnB+AKvtwKb3A0M+gAOP4A3GpHk5jWT4g2GEgArdS1gQog4mPQZRhOm6nMjxgDOAsmLPuTgADk+PjXwyaYMGJFxgYOGUhGM5hkTNYwDzhSp7KAgamOb/M7l4AK2UEBZkAFDOCRDgZGLj2L849yzDzCjPca2C3XkC3nBfGYG9gBToASWYButJf8FBwYHwDU+pz5gIDH4apd2GM/wr/O5Al2DF8X4DCAwDO1DmHDi0QwAAAAABJRU5ErkJggg==), номер шага итерации ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABcAAAAVBAMAAABfzGiYAAAAMFBMVEX///9AQEB0dHS2trYMDAwEBASKiooWFhYiIiIwMDCenp5iYmLMzMxQUFDm5uYAAAAgETWjAAAAAXRSTlMAQObYZgAAANhJREFUeNo1j71qwnAQwH9eNEmbYGLHIuUPnUoXl86+gotLXfIUfQfBobsdFHwLQTII2kEQSnER6yCFTradrKL2YszBffzuizugyEmWJztP4RYEb5jCIim9pjHFZzWtM3CN+KsMbpBjlMEE3Aj/rkNbo47sI46rbxrwF8qlobs1lgu+yQU/LNel+4cYr0CgozPcELxQkpt6ODU9JiZfgUeqmsoZKSiUqRuwQ+vwseEQXI217VN8rYzem7rmBfl9w5nKk8JO9QunMozB0u3Yxu4v1F9k/yYygH+ITzCOXmr9UQAAAABJRU5ErkJggg==), функцию ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAH4AAAAVBAMAAAByPkciAAAAMFBMVEX///8WFhYwMDCenp4EBARQUFB0dHQMDAxiYmLm5ua2traKiopAQEAiIiLMzMwAAADtIbAEAAAAAXRSTlMAQObYZgAAAgFJREFUeNqdlE1oE1EUhb95IWMmodMg1YUgBAUtCJKN2m6kBRfiooRiF+Km2E2WEZFKF5LURbOxhlZtu5EB24IgGBBUuppFQAuCA278iXUERUEpgdIGS2N8M86kIZqAc+G9Offde97vuQOeFfh/00B4MJwKwK8ZoH80HXiDILYqW3dRdnoiEH9G7t+wJaibgfgTSZhywKdAdKKWYMQBi8H4W5kQ+djkPRZmYbl/eP+rDmuN3Tn0oeJ7+sX6t94fPBZRdeKczRU5spLr67Lb88vzPdm1hrd9v8Jr2CQyQLfNT4igpKId9pplH0bDO61ko5I0IsJZkgmqoKDbW3C8HT/OGqMNb3g9/mscTglRYdodqZK04FlbIWRCtWbvUsaVrJDPf11zlAx75eds+wOIRHORPEeuzKp4kwkt1cjJ+6XEzQ7nN3YGNGv+XdpT2jFXeJdDCzN7zg8trn9n5Va1dMLk6Fs+6ybamTLcPmm6TR8sE3uQ/lJ62fO+UMg7cbY3rCV4KuZQ1HEG4fC1A+m4O3Ws0rr2Iwj1Ti7n6H+hZ//Ep9Kbsj/iJcw1UodkG23lqz6IWZGUH9+Qk5pe/V81mtP/+heEfaAU63fduJJSD8qy819L80HfThEt2cqf9UGXLcbcuGJ8ldf3sJHxpCk78g/t0RKP5S/IflcsqhGg/CIFfgPxBIrJ68mdxgAAAABJRU5ErkJggg==) на данном шаге итерации, и возвращающий функцию на следующем шаге итерации.

Можно определить следующие функции так:

* Функция сложения:

sum(x, 0) = g(x) = x

sum(x, y+1) = sum(x,y) + 1

* Функция умножения:

mul(x, y+1) = mul(x, y) + x

mul(x,0)=0

* Степень:

pow(x, 0) = 1

pow(x, y+1) = mul(pow(x,y), x)

* Декремент:

Dec(0) = 0

Dec(x + 1) = x

* Вычитание:

sub(x, 0) = x

sub(x, y+1) = dec(sub(x, y))

* Модуль разности:

m(x, y) = sum(sub(x,y), sub(y,x))

* Знак числа (на самом деле – ноль/не ноль):

sg(0) = 0

sg(y+1) = 1

* Минимум:

min(x,y) = sub(x, sub(x,y))

max(x,y) = sub(x,y)+y

# 11. Примитивно-рекурсивные операторы

См. билет 10 (суперпозиция, примитивная рекурсия)

# 12. Функция Аккермана и её смысл

Pn(a, x) — действие *n*-ной степени над а,х

P0(a, x) = a + x

P1(a, x) = a\*x

P2(a, x) = ax

Рассмотрим B(n, x) = Pn(2, x)

B(0, x) = 2 + x

B(1, x) = 2∙x

B(n+1, 0) = sg(n)

B(n+1, x+1) = B(n, B(n+1, x))

Функция Аккермана: A(x) = B(x, x). Растёт быстрее любой рекурсивной функции. Нельзя вычислить через три базисные функции. Невычислима с помощью примитивно-рекурсивных операций => эта модель не полная.

Теперь из Википедии (на экзамене лучше говорить по лекциям): **Функция Аккермана** - простой пример всюду определённой вычислимой функции, которая не является примитивно-рекурсивной. Она принимает два неотрицательных целых числа в качестве параметров и возвращает натуральное число, обозначается ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEgAAAAVBAMAAAAX07VdAAAAMFBMVEX///9iYmIEBAQwMDAWFhYMDAzMzMxQUFDm5uZ0dHRAQECenp6Kioq2trYiIiIAAADR3JRiAAAAAXRSTlMAQObYZgAAAYBJREFUeNp1kr9LAmEYx7+edP6404RaaggbazpyiWhwdConB8OCaq7+g4TAyCAuGloPcnJJCJyKTqKhFoXCipZrKqjoQCnFPHpe7bx30Bfu+T7v9z48dzzPA/SOF30P2YJz2+gPuSr/0Ce7zPWHfh67kByksBrvD+G5C1kWhZ0BDHYLHeiAIDE5CHIrDBJn3UBLGQTVoixKWAaCOlBSbiYyY/P2W3lEPnwjfWeVrpEB6hpQrh1/nL2e2FD7a3rzkrTIIBULQCAMufKkNT3Ody4CWRyRVunx5fOLwDD1VjIxpGLUhtJUZop0nCqtJBLxNDMbvyayFUQ4SCyzhKAYoFAjiWsriGje094Qr+CKkZ0SIBMQMvBNIul4QTO5bkPnsOIqMCNgif26AcsECgqKEMI5cbLDSDX4G1QpJ6zt6/AYtxAN4J66AH9JZwmbVhStvS3gzlkbfr4+vuOS1tunRoofFw81dGfpqpy/zUMPmpPLqpOHeEjh1rcecHyTX984/gCjRmQf/kZ+igAAAABJRU5ErkJggg==). Эта функция растёт очень быстро, например, число ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAD4AAAAVBAMAAADshECCAAAAMFBMVEX///9iYmIEBAQwMDAWFhYMDAzMzMxQUFDm5uZ0dHRAQECenp6Kioq2trYiIiIAAADR3JRiAAAAAXRSTlMAQObYZgAAAVRJREFUeNpjYIADDgZ0ABRhQvDyMOQZL0Dl34I4VkCCKwEhu4zh+w2IPA8fkEgKABJXC+DSvOEMDLch8v/+AYlmEOsCQvtfIG7fAJbvA8qzRQEZnAYI+clAzGwAkmezYGZg+A2SapiAcPtPIPHZASTPapACtA5kfTtC+0+wS06D5I8ytDEwfFkAVLMAIX8LTG4DyU9g8APKKQDVBCDkTcHkNaA8p9cqWZDdDAzTEdKcEI8uZmFgiA9jmG/YAHLSD4R8QzkbmAbq92BgMAgA6WeRWnUhqwEi77hq7rcVDAyxwMAD8u5vYGAFB819RADxggJoJRNDNMiFDxj+fYCKJwkgxdASpuTuAwzsD04xsD0ActkLxBl4HSBS6YxAJ15GhBfcb4gwZOBeAI//H7EwFlIc/DiASB/XYAZ9QMhfRwpQHqi5jEjOM0BKX194IfR/pPQVwAAAyhpNS7Zj8XQAAAAASUVORK5CYII=) настолько велико, что количество цифр в порядке этого числа многократно превосходит количество атомов в наблюдаемой части Вселенной.

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAc8AAABUCAMAAADTcEwtAAADAFBMVEX///98fHxiYmIEBAQwMDAWFhYMDAzMzMxQUFDm5uZ0dHRAQECenp6Kioq2trYiIiIAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAABhp0sPAAAAAXRSTlMAQObYZgAAB9pJREFUeNrtnWmDqiAUhhE1l7T6/7/yTqWNqXTdMBdAXJChOB+mGeuwvYAH4hkB2Nd8MwDaPsasC9SNINKMXXM7G1ek21yk7TpcXOOu5fwcPR0X2PM8vOOXyOAcIXRV0zMH98e8WmbWd8jpvRBC9lkxPQPgTVSr/5f1JWoC8EJFR7/dA6X0PAHwZH/i0PvrkUWvL9ETVWFF8FJKz6K0iQ5YyKvyKk6InorFt28LoQVCH569z9WoraIDfStkxwnNSzFKHXOdIpJuUTkyrGcCsg+eUHEV00MSn94iHTuD0P/ZfHzJ0TN8gjC/FfOv87nDE1fRiHvXo87vYznBQ0k9syQAt/KW+rnjE1cRWikAd3OvbOXo+QBZWUPHwwGSVe073m3KLKSgNVX0nHLEmWbK+mzi5dULzBXVs7i7lH3XiFKvnmCy6uf5hzILqXkDLato3fJa1Kai5PtnXNXfOKTK6nlE12LZZacfvIKpq1hOPEn+dCzW/RPCcgGKNvhyRNJ6JQDXsn++PK5Ny7VBvMQqpodKLpDeWJ81YBEYhsG9rKqvop7oXv5MkyRmfMg9BsbRLZeooYI7f3UV8zLi8zPI3sp7GJYP058mLlYlgr9cJj5B35D2wdeYkuOTbBH1HRNo+9PxEHnNRnvDe32NIAH8HD3pC7TvOdYQr6uqGoHjF51SWVnVHfW867ubeNtRT33w9rP01Kb11Kb11Hpq03pq03pqk6TnvGN3Gx3S2/asn6f1bM2dt0lhnLYoibvtJtA2hVJZzzNuAWjNOzUQ51yDgXg4ZnGmVFapuc5ZqD9iq3ikrvNbz9BoBogD5+7MIa5zLwiMv7xenimNVWqvo1QdOVfxSD1n2Gnupmnd2V82PhyevTyHQAsuzZTGKnWu8xVqf+lIR45X8Ug957b6Pm5aJ57fsU2ek0zGGAZfnOkDkIdn97pp/EU9kZv719HFmkfKlqXYdcbj07EezSGAdMFZgCvHZBmCaPipdZluUaj9Lfkx4/MwVlvFI/WcsZ72FcR1zw7rWXECpxkARcH0VJGMlxBzM51pgdQJl1qXJPvNz0H/TlS/oIlWptzGWmfHhM3sdCqmAK8OV+71JQpO0warfaAoa7kLGm/jus9hODQ705mWPWTqyahLkngv273xp/Gaat02GLLw4ClGbO0VVusGGk6DO84AKMoPv807FN4GjuWcnensFm0LJWN4MutS9LTctmPeNNoYik0zPbCevlG8PoN/+OokTjMEip4Tiz1oZKPCc2faiQjhnCH3lLkCneSR0DEOb3xpzMC2qonAeUWF2d0b3KMe5J5f7gKYJiGOLN92Qs6cjuNzMdyZOvnb1MEjJhqwiBjSw62dqBoeaUkr952r8WlXkaAJ7Kr3N+QMGad5T2Y9oOiQs2f4W2AZg9O13Jku1vCQS1WU1YB+GjmdC1QeaYBtEVu351zq2Qx7ox5DsVv7knGa94jrAUXma2KGv/uHY0/QRZnOXBXLPbVLrws0Qdojd6k80hDbIrVuz7kYpU6KB27VtKhuhRFO04eCBkDRc7Lp48juBu2cmXLsOtFZpapQ0lgmWl081z6mg2CiyyMxWpmyT9OFmaBjeWnV0C4CWbkyPdR3ujFO04OCBkARunJs9yWdjQTeTGlGY5Xe13GhZLFMlLqcDta4n3Z5JEYrU+7UbJjJO1A3Iuh9kef/spkX+g4BPVOO/ZGJQinGMq0qrj+ejB427ZtD+p7cL8/Oo8H4Zw/0TDn6yUShFGOZ1hWXMBkhSkBJh4JOecQzAQFGfIIWR7G0YuFCKcYyrSouGWYKffpSlbdTkOYCJv8ZLp1n4EShFDshBdc5k9xv4EQeX7RU7A0mEkqmPMOeXSjFWCa0znnH7whDE/wD2v7w8Nam9dSm9dSm9dR6atN6atN6avsOPT010vUEF/dT9HSRGuli0OlvAk+y9dyeR1qb7lSGGHTaFHgSwCNJse15pLXpTmeIQacNgScRPJIU25pHWpsuT4YYdFoGPK3jkUjePWe5enZ4pHmz4sSzkxany5UhPn1pLukryLXGN17u5yORvHvOUvUUxSOJ5Zxa0GkR8LSORyJ5E3kkKSaKR5qZ7uyHNWHQiQk8CeKRRt59Z5l6nu5vHqnuXTl6Wc8YZamJYt/cK138LvdJD8xuZKxjd4w8k+iZ2TzdlVgyprdMPSseCTUdsfqZg7B8JMtKHmlmuu273B0oP/RfAStVMo/0m0b25AkbWskY3hL/n7EoHmkuXDWmfqYyxKATC3gSzCPRvOXp6bzKjut3wQ7yM4WcDoaSbpju4N33w5pmZkgJiCeejxT+dngkyvORRiUjefed5ekpikdaAFcNqJ/JDDHoxAaeRPBIJO+es7T7Z1gH+5hHak7jHcvIrWZ44mQRj7Qk3fpdm7vnYMaEjcbQ84Q2SFGfRwKAzCMRSjb07jnL0lMUj7QErpr3sCbwpq+YwJMYHong/Xb2TChHT1E80jK4aubDmt70FRN4EsIjkbw7zvsuNy8X6uNbRfBI7HRXYD8YdBIDPCnzfKTr8AH23T4mgEdip7tiIxCDTmKAp815JGGW2vTesz2PxE53BfaDQScxwJNC+JTDmHC355HY6cL1Q0AM8ASlus/bh/sF9Ahyax5pIt3lh1Aw6CQIeFIKn7IuLtAm0vaFl5HpgEw3ukDbef0Z5eikG12g/Qf7gWs5xSIJFAAAAABJRU5ErkJggg==)

Функция Аккермана в силу своего определения имеет очень глубокий уровень рекурсии, что можно использовать для проверки способности компилятора оптимизировать рекурсию. Например, компилятор, который анализируя вычисление *A*(3, 30) способен сохранять промежуточные значения вроде *A*(3, *n*) и *A*(2, *n*), может ускорить вычисление *A*(3, 30) в сотни и тысячи раз. Также вычисление *A*(2, *n*) напрямую вместо рекурсивного раскрытия в *A*(1, *A*(1, *A*(1,...*A*(1, 0)...))) прилично ускорит вычисление. Вычисление *A*(1, *n*) занимает линейное время *n*. Вычисленние *A*(2, *n*) требует квадратичное время, т.к. оно раскрывается в O(*n*) вложенных вызовов *A*(1, *i*) для различных *i*. Вычисление *A*(3, *n*) требует времени пропорционально 4*n*+1.

*A*(4, 2) невозможно посчитать с помощью простого рекурсивного применения за разумное время. Вместо этого для оптимизации рекурсивных вызовов используются сокращенные формулы.

# 13. Частично-рекурсивные функции. Тезис Чёрча

**Ограниченный оператор наименьшего числа** даёт такую функцию, которая на входе принимает

P(x1, …, xn) и Z а на выходе даёт

* такое Y, при котором P(x1, …, xn, Y) = 0, или
* число Z, если такого Y не существует.

**Неограниченный оператор наименьшего числа**

В отличие от ограниченного оператора, в нём не задаётся Z. (который пробегает от 0 до z, т.е. бесконечный цикл). Вместо z задается условие.

**Частично-рекурсивные функции** – функции, построенные с помощью трёх базисных функций, оператора суперпозиции, оператора примитивной рекурсии, *а также ограниченного и неограниченного оператора наименьшего числа (оператора минимизации аргумента)*.

* **Оператор минимизации аргумента**. Пусть ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAASBAMAAACQmVJ4AAAAMFBMVEX///+KiorMzMyenp4WFhZAQEAMDAx0dHQiIiIwMDDm5uYEBARiYmJQUFC2trYAAABp0Wq0AAAAAXRSTlMAQObYZgAAAF1JREFUeNpjZGBgeHufBUievcfMwMDOoAJksk5gYGJgYHzAwMjAM/mbN1DkPQMDUPb/UZD4YwYQ+RlMLgeRTOwg8v82EMnzAKiagUUAyH7HPQGoy+36JCCbSxgoCgAl4BJds0NwygAAAABJRU5ErkJggg==) — функция от *n* натуральных переменных. Тогда результатом применения оператора минимума аргумента к функции ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAASBAMAAACQmVJ4AAAAMFBMVEX///+KiorMzMyenp4WFhZAQEAMDAx0dHQiIiIwMDDm5uYEBARiYmJQUFC2trYAAABp0Wq0AAAAAXRSTlMAQObYZgAAAF1JREFUeNpjZGBgeHufBUievcfMwMDOoAJksk5gYGJgYHzAwMjAM/mbN1DkPQMDUPb/UZD4YwYQ+RlMLgeRTOwg8v82EMnzAKiagUUAyH7HPQGoy+36JCCbSxgoCgAl4BJds0NwygAAAABJRU5ErkJggg==) называется функция ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAOBAMAAADkjZCYAAAAMFBMVEX///+enp4WFhYwMDAEBARQUFB0dHQMDAxiYmLm5ua2traKiopAQEAiIiLMzMwAAABC09tzAAAAAXRSTlMAQObYZgAAAFZJREFUeNpj5rsRuICBgYF/AwMDE8OCB0AmQzsDiB0KJuWzIxhYuBin8k9g+feXYYIjE+txBlEFJqYPDPwMTEDlHQzMBqVcx+SYQhn+GFxmUGTgvCYAANofEv0TurTGAAAAAElFTkSuQmCC) от ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC0AAAAPBAMAAACCUFuUAAAAMFBMVEX///8MDAwWFhYiIiLMzMyenp5QUFC2trZAQEAEBATm5uZ0dHQwMDBiYmKKiooAAAAzevxMAAAAAXRSTlMAQObYZgAAAH5JREFUeNpjYMACVjBgBezCDAxMmMJc+wWwq2c4jFU9GDDx3eHbfQqL+F/dStc/WMQ9l0UyFGCKs6zhDmTIABnkAuKybYOJg2BMEpDRAeIyboPr0GVgU8DmzlMMvydcwLSX9ScD36wHqIL/GRiYOZkP/N9qhSKck+Fui8O7DADv5hqmlEdA/wAAAABJRU5ErkJggg==) переменной, задаваемая следующим определением:

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAMYAAAAVBAMAAADvH4zvAAAAMFBMVEX///+enp4WFhYwMDAEBARQUFB0dHQMDAxiYmLm5ua2traKiopAQEAiIiLMzMwAAABC09tzAAAAAXRSTlMAQObYZgAAAmJJREFUeNpjYKAf4HhAhqYsItXx3T8AonaT4zDmCdjFGb3QBPg3gGwyIMcOXLq4qlC4TAwLQKH0tYAcOz4xYhf/1oYm0A6xiiwgTJQqJoZQUmIPDfzBEYZyqNHG0PtO+QrD0skMDM8kD8Wfx20eNunf/D+QuYt+TTSKEOd4fKesX34lN+sToG018RuOMXD9YeCfwKDFwMCZwHtz/wScVmCVZk4AEjxKIKAL4vs8YLZmWD+BwY2B5RyDDVCAlecAw2+Wf38ZJjgWyF9j+L+AqXzfJ5x2YJVm+gAkvnyB89UVOPaxfxBgMNjFnMTgfYSBQfTtAa5/TKzHGUQVGJYDEzUD7wGgGfdw2AGVRgCQQma05MjKwODOUAAWDIAE8IuEf+VMQKfwA0OCgeE7gwDQVVtxJWKINALgUoiWZSYrsAYwAbNHBwMkcRkDsTfuSDdG4YEVshxAjQ9MsBgYnkw3CriWTmPQASYBhlsMs/HkaZA0Z/OzVhTPgVz95R4IXMauTQ2Yx5lCGf4YXGbYw8Ag+Oonw1NwCioDEtMTkBggDJZmapnVhWwCywdcuQ4GgKFUwOLKwLzNisHsFMPZqvJTAmDxM0D8F8S4AGX8BQYJWPrr/MTlkWzHGBh+WUGMSEAxeo33DfZmw3kvJwcKuS5j/XHKjIGh4ukSmOx0uDo/BgY2DHfBjdoLiTmoQoatRJQFv2C+KhVATYFoIADG4Ga42oAkrknIAt4ADjWYHX8PQAUlliYwXMOIb7g/yhj0JiAUcj0iZMfXCfMRaVwCSWIDukpuXHUUwYDibo1E4pBT12YSpwwAAP21CJGV2dUAAAAASUVORK5CYII=), при условии ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAALkAAAAVBAMAAADoXVL6AAAAMFBMVEX///8AAACenp5AQEBiYmLm5uYiIiIWFhZ0dHQMDAwwMDC2trbMzMyKiooEBARQUFBy9gETAAACRUlEQVR42qVVTWjUQBT+Opt0Q5uti570tLCKCh6Epf5BIaV78CAYRC8eSi6KYBFvKiqEsh5sPUT0IAgSxFsvkd50haAgVkGkKPS4BxG8BdfW1Naub7JJ87OZXvIgmZd533wz882bFyA0GYUsfziLnD/F2EuOKFJvAlKtGDvGsx3vmh5fu/yrDrzvFGQ/kJVquf2Dt4p1AZgpSI5SZvO7bIzVaO3MXoAqFWVXtPT3Xxt+ldh7OuCbRdlXMwy+BUljkJ7UHTCSfbQ1ftoWDxeG1bkaXgCz6V4XWL8uYbN6lvblAW9OXH7+VcwuDPv3Hhq3gGXuHw/0+WnH+b5CTdcCbmKv/1jMLgwf8u1RH/jE/aX73OzEbXrJW7oMVTyCjhFXwN4Px7YN3P+qun4baObf1VOh67AtoNIUrT0IxxYDnWMOGzwQzUHZIvZn/IOvqmJA77pCaXg4/koA72KD2NuB7je4GTxDXfxzGdQS96nD8U35qFj3IHz+amsQcg0OpePJtO7DBsoewxA/jqEaKjNv9V6QtOp3usj0YFoLnc9aGD5y+E6iZHAg2VP4dGxT6SnXNvGhw8A445aB3oP2lUlBRerqYfjbGdXEVKPRMBPAidZHel9KD9k42NrHt8CBshX1jpGeysDmzW3tJS8HuJvSI09U9lr5wmda2PlXEB3nWkdeyQLLnjLNa2HeYe1ZDJqL0WyTE8C5gT9PVACH3ZHZLLDsLNE2FnNT4Xdfu0qyCGlZkKiCav3MX6W3vWONmy9WIiU9r/c/QTOlSgfi4JIAAAAASUVORK5CYII=)

«То есть функция ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAOBAMAAADkjZCYAAAAMFBMVEX///+enp4WFhYwMDAEBARQUFB0dHQMDAxiYmLm5ua2traKiopAQEAiIiLMzMwAAABC09tzAAAAAXRSTlMAQObYZgAAAFZJREFUeNpj5rsRuICBgYF/AwMDE8OCB0AmQzsDiB0KJuWzIxhYuBin8k9g+feXYYIjE+txBlEFJqYPDPwMTEDlHQzMBqVcx+SYQhn+GFxmUGTgvCYAANofEv0TurTGAAAAAElFTkSuQmCC) возвращает минимальное значение последнего аргумента функции ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAASBAMAAACQmVJ4AAAAMFBMVEX///+KiorMzMyenp4WFhZAQEAMDAx0dHQiIiIwMDDm5uYEBARiYmJQUFC2trYAAABp0Wq0AAAAAXRSTlMAQObYZgAAAF1JREFUeNpjZGBgeHufBUievcfMwMDOoAJksk5gYGJgYHzAwMjAM/mbN1DkPQMDUPb/UZD4YwYQ+RlMLgeRTOwg8v82EMnzAKiagUUAyH7HPQGoy+36JCCbSxgoCgAl4BJds0NwygAAAABJRU5ErkJggg==), при котором её значение равно 0. В терминах императивного программирования — примитивно рекурсивные функции соответствуют программным блокам, в которых используется только арифметические операции, а также условный оператор и оператор арифметического цикла (оператор цикла, в котором число итераций известно на момент начала цикла). Если же программист начинает использовать оператор цикла while, в котором число итераций заранее неизвестно и, в принципе, может быть бесконечным, то он переходит в класс частично рекурсивных функций.» ВП

Частично рекурсивные функции для некоторых значений аргумента могут быть не определены, так как оператор минимизации аргумента не всегда корректно определён, поскольку функция ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAASBAMAAACQmVJ4AAAAMFBMVEX///+KiorMzMyenp4WFhZAQEAMDAx0dHQiIiIwMDDm5uYEBARiYmJQUFC2trYAAABp0Wq0AAAAAXRSTlMAQObYZgAAAF1JREFUeNpjZGBgeHufBUievcfMwMDOoAJksk5gYGJgYHzAwMjAM/mbN1DkPQMDUPb/UZD4YwYQ+RlMLgeRTOwg8v82EMnzAKiagUUAyH7HPQGoy+36JCCbSxgoCgAl4BJds0NwygAAAABJRU5ErkJggg==) может быть не равной нулю ни при каких значениях аргументов. С точки зрения императивного программирования, результатом частично рекурсивной функции может быть не только число, но и исключение или уход в бесконечный цикл, соответствующие неопределённому значению.

**Тезис Чёрча**: всякая вычислимая функция (т.е. вычисляемая некоторым алгоритмом) является частично-рекурсивной.

Частично-рекурсивные функции вычислительно эквивалентны машине Тьюринга.

# 14. Нумерация алгоритмов и вычислимых функций

«Множество всех алгоритмов счётно.» ©

«Любую программу можно представить как последовательность 16-ричных чисел, склеить их и получить число и рассматривать как входные данные другой программы» © С машиной Тьюринга аналогично: любому символу можно поставить в соответствие код, а количество состояний — конечно.

Одну функцию могут реализовывать несколько алгоритмов (например a+b и b+a). Множество всех вычислимых функций меньше множества всех алгоритмов ⇒ можно пронумеровать.

# 15. Теорема параметризации

Пусть *f(x,y)* вычисляется по алгоритму *Pf*. Для фиксированного *x=a* получаем функцию *g(y) = f(a, y)*, которая вычисляется по алгоритму *Pg* c индексом *k(x)*. Существует функция *k(x)*, которая по *х* даёт номер алгоритма Pg — т.е. на основе *х* автоматически строится алгоритм.

# 16. Понятие универсального алгоритма. Реализация на трёхленточной МТ

Универсальный алгоритм U(n, x): применяет к *x* алгоритм *Pn* и возвращает результат. Универсальный алгоритм существует! Строится трёхленточная МТ:

1. В начале входные данные, в конце — результат.
2. Текущее состояние МТ.
3. Правила МТ.

Если U существует, то мы можем с помощью одной вычислительной модели эмулировать любую другую МТ.

**Проблемы, связанные с остановкой**

Общерекурсивные программы не зацикливаются при любых аргументах. Зацикливающиеся программы не определены. Проблема — в невозможности перечисления общерекурсивных функций.

# 17. Проблема несчётности множества общерекурсивных функций

**Общерекурсивная функция** — частично рекурсивная функция, определённая для всех значений аргументов.

**Множество всех общерекурсивных функций несчётно.**

**<Доказательство>**

{f1, …, fn} – множество всех общерекурсивных функций. Построим функцию g(n) = fn(n)+1, g(n) отличается от любой общерекурсивной функции, однако сама является общерекурсивной, т.к. не зацикливается. Следовательно, множество всех общерекурсивных функций несчётно(их нельзя пронумеровать).

Пп. g(x)=fn(x) | ∀x ⇒ x=n

fn(n)+1 ≠ fn(n)

**</Доказательство>**

# 18. Проблема определения общерекурсивности

**Не существует алгоритма, который бы проверял, является ли поданная на вход функция общерекурсивной.**

**<Доказательство>**

Пусть g(m) =

* 1, если Pm общерекурсивна
* 0, если Pm необщерекурсивна

Построим функцию f(x), которая принимает себя на вход и прибавляет единицу.

f(x) =

* Px(x) + 1, если g(x) = 1 (Px общерекурсивна)
* 0, если g(x) = 0

При нашем предположении f(x) никогда не зацикливается. f(x) = / переобозначим/

* U(x, x) + 1, если g(x) = 1
* 0, если g(x) = 0

f(x) ≢ Pn(x) ← общ. рек. // f отличается от общерекурсивной

f(n) = U(n, n) + 1 = Pn(n) + 1 // f - общерекурсивна.

С одной стороны, f(x) общерекурсивная, с другой — отличается от общерекурсивной. Следовательно, предположение относительно g неверно, и функция g не существует.

**</Доказательство>**

# 19. Проблема самоприменимости

**Невозможно создать программу, которая определяет, зацикливается ли программа Pn, если ей на вход подать саму себя.**

Допустим, есть программа А, которая:

* Принимает на входе программу P
* Выполняет P(P)
* Если P(P) напечатала “Hello World”, выводит“yes”, иначе “Hello World”

Проблема:

* Вызываем А(А). Результат неизвестен. Такую программу реализовать нельзя.

**<Доказательство>**

Путь существует функция f(n) =

* 1, если Pn самоприменима
* 0, если Pn не самоприменима

Отправим ей на вход G(n) :=

* 0, если f(n) = 0
* цикл., если f(n) = 1

Если g самоприменима, то f=1 и g должна циклиться.

Предположение неверно, f(n) не существует.

**</Доказательство>**

# 20. Проблема остановки

**Невозможно создать программу, которая по данному алгоритму *Р* и аргументу *x* определяет, зациклится ли *P(x)*.**

**<Доказательство>**

Пп. Существует g(x,y) =

* 1, если Px(y) не зацикливается
* 0, если Px(y) зацикливается

f(x)=g(x,x) По предыдущему, предположение неверно.

**</Доказательство>**

# 21. Необходимость частично-рекурсивной функции

Существует частично-рекурсивная (т.е. зацикливающаяся при некоторых *х*) функция *f(x)*, такая, что любая общерекурсивная функция *g(x)* тождественно не равна *f(x)*.

*g(x)* никогда не зацикливается. Но для *x*, при которых *f(x)* не зацикливается, *g(x)* возвращает *f(x)*.

**<Доказательство>**

Предположим, что g(x)≡f(x). Если f(x) не зацикливается, то

f(g)=U(g,g)+1=g(g)+1.

**</Доказательство>**

**Итоги**

1. Общерекурсивные функции перечислить нельзя.
2. Анализировать программы на зацикливание нельзя (на этапе компиляции), даже на конкретных данных.
3. Отказаться от зацикливающихся (частично-рекурсивных) программ нельзя – они иногда требуются.

# 22. Теорема Райса (классификация алгоритмов)

**Нетривиальное свойство алгоритма** – принадлежность его к некоторому классу алгоритмов.

**Всякое нетривиальное свойство алгоритма неразрешимо алгоритмически.**

А теперь из Википедии: «Для любого нетривиального свойства вычислимых функций определение, вычисляет ли произвольный алгоритм функцию с таким свойством, является алгоритмически неразрешимой задачей. Здесь свойство называется нетривиальным, если существуют и вычислимые функции, обладающие этим свойством, и вычислимые функции, не обладающие им.»

# 23. Проблема соответствий Поста (поиск конкатенации)

Пусть даны два набора строк:

* a1, a2, …, an
* b1, b2, …, bn

Из строк первого набора конкатенацией элементов с индексами i1, i2, … iK строится строка A, из строк второго набора с теми же индексами строится строка B. Требуется определить, существует ли такой набор индексов, при котором А=B.

**Такую программу написать нельзя**. (Потому что если такого набора индексов не существует, программа не сможет этого понять и будет пытаться найти последовательность всё длиннее и длиннее - *прим. ред.*)

Всё до этого было связано с анализом программ, а это - анализ данных. Но написать такую программу мы тоже не можем. Если требуется доказать, что некоторая проблема неразрешима, то надо её свести к существующей неразрешимой проблеме.

**Механизмы абстракций**

**Механизмы абстракций** — отделение логики использования от логики реализации.

Использование абстракций должно быть проще реализации. *Нет функциям с 50-ю параметрами!*

Абстракции 2-х типов:

* **Абстракции функций**. Например, блочная структура, особые формы lambda, let.
* **Абстракция данных** (как устроено внутри не волнует). Например, пара значений.

# 24. Труднорешаемые проблемы

Труднорешаемые проблемы - это проблемы, которые имеют экспоненциальный рост (NP сложные). К ним относятся разнообразные переборы. Для того, чтобы доказать, что задача является труднорешаемой, её нужно свести к уже известной труднорешаемой проблеме.

# 25. Особая форма лямбда (lambda)

(lambda (аргументы) выражение) — результатом является функция, которая принимает аргументы и вычисляется по указанному выражению.

(define (f x) (+ x 10)) ≡ (define f (lambda (x) (+ x 10)))

передаем функцию

(sum (lambda (x) (+ x 20)) 30)

Лямбда позволяет создавать функции, которые в качестве результата возвращают другие функции.

(define (multiplier n) (lambda (x) (\* x n)))

Вызывем. Умножает один аргумент на 10

(sum (multiplier 20) 10)

(define (multiplier n)

(define (mul x) (\* x n))

mul)

((multiplier 2) 3)

# 26. Особая форма let. Сравнение let и define

Позволяет заводить внутренние локальные переменные

(let (

(переменная\_1 выр\_1)

(переменная\_2 выр\_2)

(переменная\_3 выр\_3)

)

выр

)

В выр можно использовать все объявленные переменные.

Например,

(define (f x)

(let ((y (\* x x)))

( / y (+ y 1))

)

)

# 27. Реализация особой формы let

Перепишем оператор let в виде лямбда-выражения:

( **(lambda ( переменная\_1 переменная\_2 ...) выр)** выр\_1 выр\_2 ...)

# 28. Числа Чёрча

**Числа Чёрча** — это реализация натуральных чисел. Требуется 0 и инкремент.

(define zero

(lambda (f)

(lambda (x) x))) ; Это возвращает f(x)

(define (inc n)

(lambda (f)

(lambda (x) (f ((n f) x))) ; Это возвращает f(n)

))

0: zero = (lambda (f) (lambda (x) x))

1: (inc zero) = (lambda (f) (lambda (x) (f x)))

2: (inc (inc zero)) = (lambda (f) (lambda (x) (f (f x))))

(define one (inc zero))

(define two (inc one))

(one f) → возвращает → g(x)=f(x)

(two f) → g(x)=f(f(x))

1: (lambda (f)(lambda (x)(f x)))

2: (lambda (f)(lambda (x)(f (f x))))

3: (lambda (f)(lambda (x)(f (f (f x)))))

4: (lambda (f)(lambda (x)(f (f (f (f x))))))

5: (lambda (f)(lambda (x)(f (f (f (f (f x)))))))

6: (lambda (f)(lambda (x)(f (f (f (f (f (f x))))))))

7: (lambda (f)(lambda (x)(f (f (f (f (f (f (f x)))))))))

8: (lambda (f)(lambda (x)(f (f (f (f (f (f (f (f x))))))))))

9: (lambda (f)(lambda (x)(f (f (f (f (f (f (f (f (f x)))))))))))

10: (lambda (f)(lambda (x)(f (f (f (f (f (f (f (f (f (f x))))))))))))

11: (lambda (f)(lambda (x)(f (f (f (f (f (f (f (f (f (f (f x)))))))))))))

12: (lambda (f)(lambda (x)(f (f (f (f (f (f (f (f (f (f (f (f x))))))))))))))

13: не влезает на строку. А до этого момента выучить обязательно!!!111111111111

# 29. Пары значений. Реализация пар значений

**Абстракция данных**

Пара значений: (a b) = p

Операции:

* создание пары: (cons a b)
* первый элемент: (car p)
* второй элемент: (cdr p)
* является ли парой: (pair? p)

Выполняются два соотношения (*К.О. уведомляет*):

* (car (cons a b)) → a
* (cdr (cons a b)) → b

**Реализация пары на Lisp**

(define (cons x y) - создает пару

(define (dispatch m) - если 0, то возвращает *х*, иначе *у*

(if (= m 0) x y))

dispatch)

(define p (cons x y))

(define (car p) (p 0)) - в данном случае р - это как раз возвращенная функция от cons

(define (cdr p) (p 1))

Можно написать вот так:

(define (cons a b) - cons возвращает функцию, которая будет принимать один параметр m

(lambda (m)

(if (= m 0) a b)))

# 30. Вертикальные барьеры абстракции. Конструкторы. Селекторы.

**Барьер абстракций** — это набор функций, который позволяет работать с конкретным типом данных.

Для пары это : cons, car, cdr.

**Функции-селекторы**: car, cdr — позволяют получить элемент из структуры (в данном случае из пары)

**Функция-конструктор**: cons

Любой тип данных — это набор операций, это наш барьер абстракций.

*Нам не важно, что стоит за функциями, они есть и все, дальше нам разбираться не надо.*

# 31. Списки. Основные функции для работы со списками. Реализация списков.

(a (b (c nil)))

(cons a (cons b (cons c nil))))

Так писать неудобно, поэтому:

(list a b c …)

(list a b c) – здесь a,b,c вычисляются

`(a b c) – здесь a,b,c не вычисляются (для тех, кто забыл — это особая форма quote)

Функции такие же, как для пары: car, cdr, list?.

# 32. Реализация вспомогательных функций для работы со списками (обращение по индексу, длина, мэпинг)

Получает в списке *items* *n*-й элемент:

(define (list-ref items n)

(if (= n 0)

(car items)

(list-ref (cdr items)(- n 1))

)

)

Получить длину списка:

(define (length items)(if (**null?** items) 0 (+ 1 (length (cdr items)))))

Применение функции ко всем элементам (*мэпинг* — отображение):

(define (map proc items)

(if (null? items)

nil

(cons (proc (car items))

(map proc (cdr items))

)

)

)

# 33. Горизонтальные барьеры абстракции. Диспетчеризация по типу

**Горизонтальные барьеры** отделяют «высокоуровневые» операции от «низкоуровневых» представлений.

Концептуальный уровень <-> Логический уровень <-> Физический уровень.

*Главное, что нет вызовов физического из концептуального уровня.*

**Вертикальный барьер** даёт нам возможность отдельно разрабатывать и добавлять альтернативные представления. У одной и той же логики может быть несколько реализаций. Функционально они одинаковы, но по-разному работают. Необходимо поддерживать несколько реализаций одного интерфейса. Подходы:

* Диспетчеризация по типу
* Программирование, управляемое данными

**Диспетчеризация по типу**

Рассматриваем пример с точкой на плоскости. Будем использовать две системы координат: декартову и полярную. У функций для декартовых координат будет префикс d\_, а у полярных — p\_. Создаём соответствующие конструкторы, которые внутри автоматически пересчитывают в нужные координаты:

* d\_cons(x,y)
* d\_cons(r,ϴ)

И дополнительные методы:

* d\_get\_x
* d\_get\_y
* d\_get\_r
* d\_get\_ϴ

Такой же набор функций для точки в полярной системе координат, но реализация другая.

Любые данные (точки) представляются в виде:

(метка (b c))

Метка показывает, в каком виде хранится пара, декартовая или полярная система.

(define (get\_x point)

(if (eq? (car point) `dec)

(d\_get\_x (cdr point))

(p\_get\_x (cdr point))

)

)

# 34. Программирование, управляемое данными

|  |  |  |
| --- | --- | --- |
|  | Операции ↓ |  |
| Реализации → | d\_x | d\_y |
|  | p\_x | p\_y |

Занести в таблицу значений: (put операция код\_реализации функция)

Возвращает нужную функцию:(get op type)

(define (install decart)

(put `get\_x `dec d\_gex\_x)

(put `get\_y `dec d\_gex\_y)

)

(define (install decart)

(define …)

(define …)

)

(define (get\_x point)

(

(get `get\_x (car point))

(cdr point)

)

)

*В этом и в предыдущем методе функция-селектор делает столбик таблицы, а install делает строчку. Это как управление сообщениями. Каждая функция соответствует типу.*

# 35. Система с обобщёнными операциями

Обобщённые — это значит, что может принимать аргументы разных типов.
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*В код зашиваем еще и информацию, какие аргументы. Тип первого аргумента соответствует первому столбцу.*

|  |  |  |  |
| --- | --- | --- | --- |
| n+i | i+i | n+r | ... |
|  |  |  |  |

# 36. Приведение типов. Реализация

Добавляются столбцы, которые реализуют приведение. Сколько типов, столько и столбцов.

|  |  |  |
| --- | --- | --- |
| + | coercion-int | ... |
|  | n → i | ... |
|  | i → i | ... |
|  | r → i | ... |

|  |  |
| --- | --- |
| a+b: если типы одинаковые, то вычисляем. Иначе приводим. Когда два аргумента, можем жёстко прописать, что именно к чему приводить.  Иерархия типов. Если не можем выполнить приведение, переходим к надтипу.  Для каждой операции определяется набор допустимых значений типов аргументов и правил получения типа результат. Используется иерархия типов. |  |

# 37,38. Моделирование объектов.Особые формы set! и begin. Моделирование простых объектов

**Моделирование внешних объектов.**

*Нужна операция для изменения состояния объекта - это какая-то простая\составная информация.*

*Какое-то время выполняется процесс. Время жизни объекта никак не связано со временем процесса.*

Моделирование объектов всегда требует операцию присваивания.

Особая форма set: (set! <что> <как>)

(begin <op1>.. <opn>) набор операций, которые надо выполнить; возвращает результат их выполнения.

(define balance 100)

(define (withdraw amount)

(if (<= amount balance)

(begin

(set! balance (- balance amount))

balance

)

“No money, no honey”)

)

Надо спрятать баланс

(define (new-withdraw)

(let ((balance 100))

(lambda (amount)

(if <= amount balance)

(begin

(set! balance (- balance amount))

balance

)

“No money, no honey”)))

))

(define (make-withdraw balance)

(lambda (amount)

(if (>= balance amount)

(begin (set! balance (- balance amount))

balance)

"Недостаточно денег на счете")))

При помощи make-withdraw можно следующим образом создать два объекта W1 и W2:

(define W1 (make-withdraw 100)) - счет1

(define W2 (make-withdraw 100)) - счет 2

(W1 50)

50

(W2 70)

30

Реализуем счет с тремя операциями: get/check - сколько денег

withdraw

add

(define (make balance)

(define (get) balance)

(define (withdraw amount) … )

(define (add amount) … )

(define (dispatch m)

(cond

((= m ‘get) get)

((= m ‘withdraw) withdraw)

((= m ‘add) add)

(else “error”)

)

)

ditpatch

)

Call:

(define a (make 100))

((a `add) 50)

((a `withdraw) 20)

(a `get)

# 39. Моделирование сложных объектов

Ха, а модель не поменялась. Каждый объект — абстракция (набор функций: конструктор, селектор, и вводится мутатор). Отличие от простых объектов в том, что в сложных объектах более одного поля, и соответственно больше селекторов и методов.

(make `get)

(make `withdraw)

(define p (cons a b))

(set! p ...)

(set! p (cons (car p) new\_b))

Механизм изменяемые пары:

(define (cons x y)

(define (set\_x value)...)

(define (set\_y value) (set! y value))

(define (get\_x ) x)

(define (dispatch m)

(cond

((= m ‘get\_x) get\_x)

((= m ‘set\_x) set\_x)

…

(else “error”)

)

)

dispatch

)

(define (car p) ((p ‘get\_x)))

(define (set\_car! p value)

((p ‘set\_x) value)

)

# 40. Оператор присваивания. Достоинства и недостатки его использования

**Императивные языки** — те, где есть оператор присваивания.

* Достоинства:
  + простота и привычность
  + генератор случайных чисел (внутренняя переменная, которую пересчитываем)

(define rand

(define x (rand\_init))

(lambda ()

(set! x (rand\_update))

)

)

* Недостатки:
  + нужна формальная модель вычисления
  + для каждой переменной надо знать значение до и после set. *Не подходит модель аппликативная и нормальная. Нужна другая.*

(a (b value) (c value)) не понятно, какое будет value.

* + усложняется сравнение данных

(define a (make 100))

(define b (make 100))

(= a b) Сравнивать объекты или содержимое -?

* + важен порядок действий. Можно вычислять аргументы параллельно, поэтому нужна синхронизация потоков.

# 41. Модель вычисления с окружениями

[ тут понятнее <http://newstar.rinet.ru/~goga/sicp/sicp.pdf> стр 227 ]

Главный принцип - необходимо хранить значение переменной, а не вычислять каждый раз заново.

Окружение — набор кадров

Кадр — таблица связываний

[небесной красоты картинка]

Есть окружение более высокого уровня.

При запросе переменной она ищется сначала в последнем кадре, потом в родительском. Новый кадр создается в конце.

Процедура = пара:

* Ссылка на окружение, где была создана эта процедура
* Тело процедуры

(define x 10) ; создается новый кадр

(define (f x) 0)

(define (lambda (x) 0))

[еще картинка]

Когда (f 10) создается новое окружение, у которого в качестве родительского окружения указывается окружение, в котором создана функция, … .

Окружение живет, пока на него существуют ссылки (*привет, garbage collector*)

(define (h x) (lambda))

# 42. Моделирование потоков

Параллелизм:

(parallel-execute p1 p2 p3 …)

Сериализация доступа:

(make-serializer) - создание сериализатора, который может создать функцию f(x), гарантирующую, что в один момент времени будет выполняться только одна из них. Иными словами, на входе функция, на выходе lock-функция.

Пример:

(define s (make-serializer)) — создание сериализатора

(define s-put (s put)) — создание lock-функции s-put на основе функции put c помощью cериализатора s.

Семафоры:

(make-mutex) - аналогично.

(define m (make-mutex))

(m ‘acquire) - залочить

(m ‘release) - освободить

Реализация make-serializer:

(define (make-serializer)

(let (m (make-mutex)))

(lambda (p)

(define (serialized-p .args)

(begin (m ‘acquire)

let ((val p .args)))

(begin (m ‘release)

val))))

serialized-p)))

.args - для тех случаев, когда количество параметров четко не определенно.

Поток - упорядоченное множество данных небольшого объема (заявок). Заявки передаются из внешней среды в приложение, а приложение возвращает результат. (От меня) По сути, поток в лиспе - это список, у которого определен только текущий элемент. Остальные элементы пока неизвестны. Они находятся с помощью функции.

Операции работы с потоками (с префиксом stream-):

* Проверка на пустоту: (stream-null? S)
* Получение первого элемента: (stream-car S)
* Получение продолжения: (stream-cdr S)
* Создание потока: (cons-stream x y)
* Пустой поток (не операция): the-empty-stream

Поток:

( элемент ; функция, возвращающая продолжение )

↓

( элемент ; функция, возвращающая продолжение )

↓

и т.д.

Функции:

* Получение n-го элемента потока

(define (stream-ref s n)

(if (= n 0) (stream-car s)

(stream-ref (stream-cdr s) (- n 1))))

* Маппинг

(define (stream-map s p)

(if (stream-null? s)

the-empty-stream

(cons-stream

(p (stream-car s)

(stream-map (stream-cdr s) p)

)

)

)

Работа с потоками (реализация):

Для начала, нужны две функции:

(define (delay x) (lambda () x)) - создает отложенное вычисление функции

(define (force x) (x)) - вычисляет функцию

(define (cons-stream x y))

(cons x (delay y)))

(define (stream-car s) (car s))

(define (stream-cdr s) (force (cdr s)))

Примеры потоков:

* цифорки :3

(define (integers n)

(cons-stream n

(integers (+ n 1))))

* случайные цифорки :3

(define random

(cons-stream random\_init

(stream-map rand-update random)))

Недостатки:

1. Не понятно, как представить задачу в виде потока.
2. Параллелизм: неизвестно, какому потоку отдать приоритет.

Мне печеньки за последний билет ♥ ты супер :\*